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Many NASA projects face challenging goals, firm
deadlines, tight schedules, uncertain support, and major
technical hurdles

The good news: this is not an automatic recipe for project
failure

Project Columbia overcame these and other challenges to
achieve dramatic successes

This talk discusses merging the right amount of
management controls and techniques with the right people
to achieve a positive outcome
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Project Columbia Overview
Tools and Techniques
Project Execution

Results

Summary

Q&A

¥ March 23, 2005 Project Columbia

aaaaaaaaaaaaaaaaaaaaaaaa



- i o> ' iE— ?

: & o 4% - ‘ﬁ
| i e — 1 . c-.\ e
i e ] >

t Columbia Overview
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NASA-Industry partnership, formed May 2004, to
significantly enhance NASA and national supercomputing

Seized opportunity to meet specific and compelling
Industry and NASA objectives

Matches NASA needs and expertise, and was not funded
by other supercomputing pathfinding programs

Leadership system built from proven technologies
Provided NASA with immediate and increasing
supercomputing power

Supports inter-agency supercomputing task force findings
In < 1 year, Project Columbia wildly successful for NASA
Biggest impact is yet to come!
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Four of the 10,240 Processors

New Co.c.nling Piping

=
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Cabling a New Arrival The View From Above B
Internal Networks Systems - SGI Altix 3700 and 3700-BX2 Front-End - SGI Altix 3700 (64 proc)
Internode Comm - Infiniband Processors - 10.240 Intel Itanium 2
Data Transfer - Gigabit Ethernet

Online Storage - 440 Terabytes RAID

Global Shared Memory - 20 Terabytes Offline Storage - 6 Petabyte STK Silos
Hi-Speed - 10 Gigabit Ethernet



Interactive Visual Supercomputing -

.Application-specific exploration and
. analysis of complex, large datasets




- — >

- g S .—-..._-,

‘echniques of Project Sui

e Team Formation
* Planning

e Communication
— Scheduling / Project Management Tool
— Regular Meetings
— Tracking
e Constant Improvement
— Vendor Processes
— Internal Processes

e Customer Focus
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 Inter-organizational team
— NAS, Intel, SGI, Voltaire, Melanox
— ARC support organizations

 Focused internal team

Diverse opinionated experts
Focus on areas of expertise

Daily interactions

The right amount of methodology
Tight tracking of issues
Encouragement of all ideas

Clear goals

Continuation of build

No fault
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NASA ADVANCED SUPERCOMPUTING MISSION

An integrated modeling and simulation environment enabling NASA and its industry and academic
partners to accelerate design cycle time, conduct extensive parameter studies of multiple mission
scenarios, and increase safety during the entire life cycle of exploration missions, while satisfying the
tight time constraints of fast-paced NASA exploration system design and acquisition cycles.

Success through Partnerships

MISSION CRITICAL APPLICATIONS

Aeronautics Research

“LEADERSHIP” SYSTEMS

One NASA
LORA -
: [} °-1- <

SGI Altix / . ; 1BM Blue Gene

Space Operations ' Exploration Systems
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HECRTF

NSTC Report May 10, 2004
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NASA’s Mission Directorates
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- | s S = 4 I ip
- OVERFLOW - 5TS 107 ; : 4 \

Honarable Mention, 1998 - Systems Sz Ik (Itanium 2)

W ns:0-pum Analysts | - Networks : _
‘I.‘ MASA Software of the Year, 1994 | 4 ) ncr ed/s inec al res Node
. CART3D - STS 107 - Archives F i : e (Altix 3700 BX2)
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Data Analysis & Visualization Computer Science Tools & Expertise . 7 . . Intercon nect Fabric
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- Interactive real-time vis i - Scaling, porting, and optimization
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Initial discussions between Division Chief and Intel

System planning discussions with Intel, NASA and various
candidate vendors

System planning with Intel, NASA, and SGI
Selling the Program to NASA

OMB and the hill

— Exibit300
— Continuing discussions with SGI

The detailed execution plan

NASA ADVANCED SUPERCOMPUTING
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Communication

Scheduling / Project Management Tool
— MicroPlanner Manager/X-Pert
— Pert and Gantt Charts

Controlled Diagrams

— Floor Layout

— Delivery Schedule

— Network and Cabinet diagrams

Standing Meetings

— Daily Standups

— Weekly Status

— Coordination meetings with customers and vendor partners
Tracking

— Schedule and layout updates
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Configuration

Software
Configuration




Systems were color coded
based on utilization

Rows depicted controlled

hardware and software as well

as status

Provided easy access to entire

staff depicting the current
systems configuration

All changes to this were

accomplished through the CCB
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Hardware and Facilities Diagram

Version 14 - Draft E

Changes from versipn 13 Final

Correct PO ﬂlll’ﬂbﬁ‘”ﬂn |l'\‘|||||:|F|Q‘ lacatians)
Adjust Comm Rack 12 Size & Location {D-T)
Update Calumbia 1% Arrival Date (8-l

Correct Vislab Met to Phase 3 (H-L)

Correct Size /Type and Name Titan /Allas (C-5)
Mame Low (A-X)

Lacane Ariel equipment ([D-W)

Correct Pasition of Camm Racks 1-6 (E-W)
Correct Columbia 1, 2, 17 install Dates

Update Grid Labeling Scheme

Add Ctl Ren, RAID Rm (1-W3H

Update Fiber and Copper Counts imueltiple o
Pamel 1 (from 18 to 48 MMF), Panel 15 [48MMF & 24 UTP)
. Correct Position of subfloor J-Baxes {multiple loc)
. add Rack 13 for Secure Front-End (C-R)

Lelllaled

T SN R

il

AMES RESEARCH CENTER
MOFFETT FIELD, CA 94035

N258 COMPUTER ROOM 230

Update Duate, Tine Updabi By
d:Dbas Dt Bobertson, $-6754, Rm 141

ADzrowal Inma Apprmal Inntl Apprmal miil

Hugh Lakascer Mark Targney Bab Ciatr
oo Facilities Fpiems




Each version was approved by
networks, facilities and systems
with project concurrence

The drafts carried the changes
since the last approved version.

Like the configuration chart,
this was an effective means of
communicating and verifying
the current computer room state

Drawing was to scale and was
used by the team for the
placement of all of the
equipment
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Version 14 - Draft E

Changes from Version 13 Final

1, Correct FOU numibering [maulgipbe locations)

2. Mdfjust Comm Rack 12 Size & Locatian (D-Th

1, Upnare Columbiz 1% Arrival Date (B-L1]

4, Correct Vislab Met to Phase 3 (H-L)

5. Correct Size / Type and Mame Tigen /Atlas (C-5)

B, Marme Lo (a=3)

7. Locate Ariel equipmens [D-W)

B. Correct Pasition of Camm Racks 1-6 (E-V)

%, Correct Columbia 1, 2, 17 Install Daces
10, Updare Grid Labeling Schieme
L1 b Cel Bom, BAID R (1=
12, Update Fiber and Copper Counts (multiple oo

Pamel 1 (from 1B to 48 MMF), Panel 15 (48MMF & 24 UTF

13, Correct Position of subfloor J-Baxes {multigle locl
14, add Rack 13 for Secure Front-End [C-R)

@ AMES RESEARCH CENTER

MOFFETT FIELD, CA 94035
M258 COMPUTER ROOM 230

b e Daate T i LUpdale By
i8S - 3D Dl Roksrtson, 4-6752, Bm J£1
Apizraal Inisly Appieoeal Inklal Appronal nklal
I h Lakd Aetark Eab
Memmoris |00 Faciides = mi




« Build / Evaluate / Improve / Build
— SGI System Delivery
— AMTI / CSC Systems Team
— Facility Group
— Networks
e Eye on the customer

— (oing the extra step to prevent or minimize customer impact
— Regular customer interactions

— Teams formed centered on customer requirements

— Communicate, communicate, communicate
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Project Columbia - Execution
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The Impossmle Tasks

Beginning in May 2004, obtain all necessary approvals and
procure system in 1 month

Make major upgrades to facility power and cooling
Build and deliver Columbia in less then 4.5 months
Eliminate negative slack on over 800 components

To fit floor space, 8 nodes must use new double-density
technology

Continue and increase NASA mission science and
engineering supercomputing during system build
Beat benchmark speed of Earth Simulator system

Build and utilize 1st shared-memory 2048 supercomputer
In two weeks

A
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Teamwork
— NAGSA Intel
— NAGSA Intel SGI
— NASA Intel SGI Voltaire
e Assume problems
— Results focus
— Eye on shared goal
— Reduce waste
e Focus on Goals
— Linpack options
— Inter-company coordination

March 23, 2005 Project Columbia NAS/;1
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Columbia Project

Bob Ciotti

L —
Bill Thigpen —
Project Manager —
Dave Robertson
Deputy
Tom Hinke | Christine Cortez
Columbia Security Project Assistant
LTodd Welch L Barriet Clark
I [ [ [ |
Jim Taft Hugh LaMaster Chris Henze Mark Tangney
Applications Networks Group Lead Visualization Group Lead Facilities Group Lead

Systems Group Lead

Compute Systems |—

—| Storage Systems

— Alan Powers
— Bill Arasin

— Davin Chan

— Scott Emery
— Andy Meyer
— George Myers
L Herbert Yeung

Matt Cary
Liz Cox
Paul Kolano

System Software |—

—| Hardware Support

— Sherry Chang
— Scott Emery

— Ernst Kimler

— Ed Hook

— Bron Nelson

— Terry Nelson

— Ekechi Nwokah
— Warren Smith

\: Toby Liftee
Jose Rodriguez

March 23, 2005

— Bob Bergeron

— Johnny Chang

— Dennis Jespersen
— Gabriel Jost

— Cetin Kiris

— Art Lazanoff

- Shoudan Liang

Chris Buchanan
Nichole Boscia

John Buchanan
Hoan Mai

Project Columbia

David Ellsworth
Bryan Green
Tim Sandstrom

\: Art Joly
Steve Eiesle
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Activity Name 5[,:::; Fggfl: Jun 04 Jul 04 Auq 04 Sept 04 Oct 04 ——_—__.___
20 27 11 12 25 g 12 22 29 3 12 19 | 26 3 10 17 24
J|Swstem Arrival Gi2aind 101304
Fran-2 G204 ‘
Fro0-2 B 22004 ’
FF00-4 22004
AF00-3 G604 ’
IR Siz2aod ’
Frao-7 QB0 ’
AF00-2 920004 ’
P00 20004 ‘
Fro0-10 qfz24/04 ‘
Froo-1 Q2704 .
FF00-12 r2Fi0g ‘
FF00EH2-1 o304 ’
AT00BRZ-2 20004
Fr00exR2-2 Q2704 * .
FF00BH2-4 r2Fi0g .
AF00BHZ2-S 104104 ‘
AT00BREH 1001104
Frooexz-7 10014004 "
AF00BH 23 101804 ’
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Successfully deployed cross-bar
circuitry to allow for smoother
power transitions in the future.

e« 20 125kw PDU’s received and
Installed

e New 800 amp distribution
panels installed

« Power whips were installed prior
to the arrival of system requiring
the power

SE® March 23, 2005 Project Columbia NAS/;5
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Floor Tiles received and
Installed as required

Site visit to LLNL and
Intel visit conducted

Plumbing complete

Heating problem
contingency plans
developed

Water pipe burst survived

Evaluating ceiling tile
upgrades

SR March 23, 2005 Project Columbia NAS/;6

NASA ADVANCED SUPERCOMPUTING



Each 512-processor node installed the day it arrived
Hardware diagnostics begun that night

Systems were often handed off from SGI to NAS systems
personnel the next day

OS and NAS specific hardware modifications added with
disk in hours

Initial connections were made with temporary cables

Final configuration utilized cable infrastructure through
under-floor or rack-mounted patch panels

SB[ March 23, 2005 Project Columbia NAS/ZY
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“urrent Achievements

The total system is in place

Decommissioning and movement of the previous systems complete
All facility modifications have been completed

Disk farm in place

Significant advancements on key applications in all NASA Mission
areas

Feedback from multiple users describes capabilities that were
previously impossible

Linpack runs were made with only two day interruption to RTF users
and less then 1 week for all users

24-hour RTF rapid response was successfully completed
2048-processor system complete

SR March 23, 2005 Project Columbia NAS/ZS
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61TF Compute Capability

A 64P node is the interactive front
end

The configuration is changeable to
meet Agency requirements, current

configuration:
— 2 nodes each for the four mission
directorates

— 6 nodes for mission specified
targeted applications

— 4 nodes for 2048 scaling work

— 2 nodes for systems development
The chart depicts a normal load on
the Columbia system providing the
resource to make unprecedented
strides in science and engineering
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Rapid Aerothermal Analysis Demonstration

NASA RTF Computational Aerothermal Analysis Group: LaRC, ARC and JSC
RTF Aerothermal Team Configuration CFD Sub-Team

5D
+ Objectives: ’
Demonstrate a new rapid aerothermal CFD analysis capability

The new capability shall permit near real-time analysis of observed
Crbiter damage during flight

= The capability would provide an alternate high-fidelity evaluation of
local heating bump factors calculaled from engineenng codes

« Required capability: 10 damage siles at 10 trajectory poinls
assessed in under 24 hours

fSragnatan Habing Aiuii*?. ees|
] b

+ Results: Swuccess!!!

« B (512 processor) nodes of the Columbia supercompuler were 5 e e EFD ok P
used for 24 Hours

« 12 different computational meshes were generated for 10 different "o 5 506 e 1.000 1.250 + 500
damagefrepair sites Tina [néc]

10 trajectory points calculated for each damage/repair sile

Greater than 100 high fidelity Navier-Stokes calculations were IR A e 20
performed AR
= Some unsteadiness observed in some tile cavity CFD solutions < o
Some pre- and posl processing improvements needed 3 i
Additional personnel would have been halpful b
"

Tol G Ty CASE Rl T ity COnd o
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Jamms Reuther, Pater Goaffe, Dinash Prabha, Steve Alter, Ryan McDaniel, Maria Pulsonattl, Grart Palmar, David Saunders and Sen Kirk
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* World’s Fastest Operational
Supercomputer

o System Deployed in 109 Days (from
delivery of first 2 512p nodes to full
operations)

e Columbia is delivering unparalleled
computational capability daily
enabling new scientific discoveries

e Columbia stands ready to provide
essential computing capabilities to
meet rapid response requirements
for Agency and National incidents

» 88% efficiency tops the scalar
systems on the top500 list

o 2048 shared-memory environment
has successfully supported initial
application scaling
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Fortune favors the bold, but
dedication and flexibility are
more reliable.

Good partners build on each
other’s enthusiasm and
performance.

For time-critical work, true
experts can save your bacon.

It’s never too late to anticipate —
keep planning while executing.

Communicate frequently but
efficiently — tune your tools and
techniques, target your talking.
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